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N O T E S  

ON TEE 

THEORY OF ERRORS OF OBSERVATION. 

Let a stone be dropped with the intention that it shall strike a mark on the 
ground. Through the mark draw two lines at right angles and take these as axes 
of co-ordinates x and y. 

Let 4 (z) dx be the chance of the atone falling between the distances r and 
x + dx from the axis of y. 

then 4 (y) dy mill be the chance of the stone falling between the distance8 
y and y + dy from the axis of x. 

Regarding these as independent events, the chance that the stone will fall OD 
the small rectangle dz dy is 

9 (2) 6 (Y) dx dy. 

For if p is the probability of an event wlrich may happen in a wsjs end fnil in b wnyl 

and ,, q M snotlrer independent evont a' ,, b' I S  

then a' 
p = " and q - ,-- 

a + b  a + b" 

mleo the two cvente may lrnppon in n a' ways out of o total of (a + 1) (a' + 1') weye, 

a a' therefor0 the probability of both llnpponing = ----- - 
(n + 6) (a  + b ) = ''I' 

The chance of the stone falling on the small rectangle is therefore 

+ (4 4 (Y) d'T 
where du is an element of area about the point xg. 

Now this must be independent of the direction in which the axes are drawn 3 0  

that if we take a new set of ares, one through the mark and the point xy and the 
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other through the mark at right angles t o  this, the new co-ordinates of the point 
zy will be Jx2 + y9 and 0, 
and the chance of the atone falling on the small element of area du will be 

6 ( ,/-I y2 (0) dr .  

Therefore 9 (2) + (Y) = $) ( h - 7 1  # (0)- 
DiEerentiab with regard toa end then with regard to y, ond we get 

Dividing we get 
9' (2) $' (Y) 

0 9  (2) Y 9' (3) 

therefore 

L M -  iie constant. 
1 0 (2) 

therefore d 
& log 9 (3) = 2 3, 

h f o m  log 9 (a) - mz2 + eonatant; 

whence 4 (2) = C e2- 

Now the chance of the stone hitting a point xy must diminiah aa the point 
recedes from the mark, therefore + (x) must diminish as x increesea; ao we may put 

1 

m=-2J 

therefore 

Thue the chance of the stone hitting the ground between the lines r and x +  dx is 
x2 -- + (x) dx = C e  dz. 

The integral of thia between the limits for x of - infinity and + infinity gives 
the chance of the stone hitting the ground somewhere and as thia is certainty we 
may put 

+' . c f ' m e - ~ a x = l .  -- 

Put 
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As it is quite immaterial whether we use the letter s or the letter y in this integral, 

we have 

therefore 

e c' c' ds dy. 
- m 

Now changing to polar co-ordinntes, the eleluentnry area dz dy becomes T dB dr  and zZ + yZ = P. 

Also since tho integral extends to infinity in every direction, the liluitrr for r, are 0 and Q and 
for 0,  0 I L I I ~  2 w .  

then u = c &-, 

therefore C c & = 1 .  

Therefore the chance of the stoue hitting the ground between the lines x and x + dx is 

1 
P.? -- 
C' dx, 

which tllercfore represents the probability of an error lying between x and x + dx. 

Snpl~osc that the total n ~ l m l ~ c r  of nleasures of a quantity is A, where A is a 
vcry large number, tllcu we may csl)cct the nunlber of errors wl~ich fall I~etmeen x 

.,.2 

and x + 6r to  be (c - ;G c - 81) where c is a modulus, constant for any one system 
, v .  

of mcasurcs I ~ u t  tlift'cl.c~~t for diii 'orr~~t systcms. This applirs equally to positive (+)  
and ~~rg:ltive ( -) crrors, tlrc: 11r1111l)cr A i l~cludi l~g all the measurcs mhcther the 
errors :Ire + or -, a l ~ d  thc llumbcr of + and - crrors bcing practically i ~ l c ~ ~ t i c a l  
when A is large. 

I . -Menn Error. 

S~lppose now that thc true v a l ~ ~ e  of thc quantity is lanomn so that each of all 
t l ~ e  crrors c;in 1)c f o n ~ ~ d .  T I I ~ I I  talkc tlic 1r1ea11 of all the positive crrors aud also that 
of all tllc negativc crrors and the mean of these two without regard to sign. 
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Tl~is  is called the Mean Error and is to be regarded as a number without a sign. 

3 
Since the number of errors whose magnitude is A - =  

'* 8x, 
included between x and x $ 6 3  

and the magnitude of each error does not differ much from x ,  so that the sum of these 
errors mill be 

z2 
A - - cA 

Therefore sum of all errors of + sign = -- f 1 6x e " x = - 
cl / . .  2 4 ; '  

1 2  
A 

and the number of all the errors of + sign = - ax = -- . 
2' 

therefore mean positive error = 2. 
Ja 

C 
Similarly mean negative error = - 

J k  
C 

Therefore Mean error = -- = c x 0.564189. 
2/; 

11.-Error of Mean Square. 

Square each of the errors, take the mean of thcse squares and ' then extract its 
square root. This is called the Error of ~l lean Square, aud is also a uumerical quant.ity 
aithoui sign. 

2' 

Now, as l~cfore, the number of errors lying 
between x and x + 6 x  

.r* 
so that thc slim of the squares of errors 

between x and a + 6 x  A e- 'x26x.  

rZ 

Thcref Jre the sum of the squares of all errors = - 
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But total number of errors = A, 

Ac2 c9 
therefore mean square = mean of squares = - - A = L- 2 

Therefore Error of Mean Square = 1/:= c x 0.7'0710,. 

111.-Probable Error. 

By tliis is not meant that the number used is more probable than any other, 
but that if the + sign 1)e used t l ~ e  uumbcr of crrors greater than the probable error, is 
the same as tile numbcr of errors less than the prol~able error, and when the - sign is 
used the same remarlc al)plies to  the ncgative errors. The probable error itself is a 
numerical quantity witl~out sign. 

*' 
A -- 

Now the number of positive errors up to the value of s = --A SX e '9  

c J . .  

A 
and the whole number of positive errors . . . = -i;, 

therefore 
A - -. half the number of positive errors . . . - 
4 

b= 

A "  - - A 
Therefore to find the probable error we must put - f S r  e " = g r  

C J T  0 

and writiug cw for x we must put 

A tnlde has heen constructcd for this integral, and from i t  the valuc of w which 
e;~lisfies this equation 

is found to be tu = 0.476948, 

t l ~ a t  is r = c x 0.4'76948, 

therefore Probable &l.vor = c x 0.476948. 

1V.-Probable Error 4c .  of ax. 

Suppow that in diffcrcnt mcasnrcs of R. qi~antitp S, the crrors x,, x?, r,, efc .  
harc hccrt nlnrlc, tllcn if In our ir~vc\t~gntion n q i l : ~ ~ ~ t i t g  niY COIIICS in by purely algcb- 
raical trausiorlllatlon and 710l by measuring X, a times, the valucs of Y = axderived 



THEORY OF ERRORS. 

from these different measures are affected by errors ax,, ax?, ax,, etc., the number 
remai~iiug the same. So that if X is liable to auy number of errors of magnitude x,  
x + 8~ or auytl~ing betweell them, the11 Y is liahle to the same number of errors of 
magnitudes ax = y or ax + a6x = y + 6y or auythi~lg between them. 

The numher of errors of I' or nX whose magnitudes fall bctnreen y and y + 6y 
is the same as the number of errors of X between x and x + 6x and is 

.Y2 A - -- a:$ 
and as x = , this expression = - 

a c , / ~  6 ~ .  

This is exactly the same form as before, so that me have 

1. The lam of frequency of error for a x  is similar to that for X .  

2. The modulus is ac. 

Therefore Mean Error of aX = ac x .564#189 = o x Menn Error of X 

Error of Mean Square of a x  = ac x -707107 = a x e.m.s. of X 

Probable Error oE a x  = ac x .476948 = a x p.e. of X 

V.-Probable Error 4c. of the sum of a number of quantities such as a x .  

Again when two fallihle determinations Xand  Yare added together algebraically 
to form a result Z, the lam of frequency for each mil l  be t l ~ c  same as for (X + Y), but 
the modulus mill be got from 

Square of modulus of Z = square of modulus of X + square of modulus of Y. 

- -~ 

-- c? 
For the probnbility of on error x  in X i s  e dz 

c J G  

3' 93 - - - -  
1 C? 

therefore the probability of tho simultaneous occurrence of thcso two is - e 
c r ,  n 

dz dy. 

N o v  en error z in X nod no crror y in Y prorlucc an orror 2 in Z nccording to tllo rclntion 

z = x + g ,  

and this relation can slwnys be sntisfled by combining any value of g  with sll  the values of x  ranging from 
-m 10 + m ,  
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The probability lhereforo of nn error z in Z may be written 

x' - ?/' 
c' c,= dxr. 2 dY f" e - -  

CC]  a - m  

But since y is independent oE x dz = dy. 

Tl~erefore tho probability of an error s in Z 

cz J a  

where e,2 = c? + r,2. 

So t l ~ n t  tho Inm of crror of Z is t,llr some ns that of X a n d  Y and the square of the modulus of Z = 
square of iilodulus oE X + squ:rrc of ~nodulus of P-. 

From this it  follonrs that 

Also sincc Y is lial~lc to + nud - crrors of the same magnitude in equal 
numbers, it follo~vs - Y is liable to the samc errors as + Y. 

Therefore 11." of - Y = p.e.  of + Y  

Therefore if l V = X -  Y =  X +  ( - Y ) ,  

Therefore { m e ,  of (X + Y ) j G  (oz.e, of X ) ?  + (me.  of Y ) 2  
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Also { p.e. of ( k  X + 1 Y )  f' = (p.e. of k X ) 2  + (p.e. of 1 Y ) a  

= (k x p.e. of X)' + (1 x p.e. of Y)2  

= k" (p.e. of X ) 2  + I? x (p.e. of Y ) 2 .  

Similarly for m.e. and e.m.3. 

Also {p .e .  of (R + S + T ) j 2  = ( p . e .  of (R  + S ) j 2  + (p.e .  of T ) 2  

= (p.e. of B)' + (p.e. of S ) $  + (p.e. of T)2.  

Similarly 

{ p . ~ .  of ( r R  + SS  + t T  + etc.)I2 = 1'. (p-e .  of R)' + s2 (p.e. of S)'+t2(p.e. of T)2+etc. 

Similarly for m.e. and e.m.3. 

V1.-The Probable Error 4c. of the slim of a number of dtferent independent 
measures of the same plrysicurl qunnlity and of their mean. 

Let X I ,  X2 . . . X. be all different independent measures oE the same physical 
quantity or of equal physical quantities in every one of which the probable error is the 
same and equal to  the p.e. of X,. 

{ p.e. of ( X ,  + X2 + . . . + X,,)I2 = (p.e. of X I ) %  + (p.e. of X J 2  + . . . + ( p . e .  of X,)' 

therefore p.e. of ( X ,  + X2 . . . + X,,) = J n p . e .  of X I .  

Similarly for e.m.3. 

Again 

therefore (p.c. of mcanl2 = p.e OE -I + p.c. of ''2)' + . . . + ( p e .  of 1.)' ( " ) ' (  t h  ,& 

1 
thcrcforc p.c. of mean = -- p.e, of X,. 

dn 
Similarly for e.m.3. 



THEORY OF ERRORS. I I 

VII.-The Probable Error  of a funclion 4 (X, Y, 2, 4 c . )  of one or several 
fallible quantities in ternts of the Probable Error of each. 

I t  is supposed that the valncs X, y, z, &c. of the fallihlc quantities XI Y, Z, &c. 
arc very approximately known, and therefore we may consider X equal to x + 6x where 
x is an absolutc constant and 6s  a very small qunritity liable to error, and where consc- 
quently the error of X is cqual to the error of 68, and therefore the probable crror 
of X i s  equal to the prol~able error of 68, and so for the others. 

Nowv 

d d 
4 (X, 1') Z, kc.) = 4 (x, y, Z, kc.) + 4 (0, y, =, &c.) 8x + - #(x, y, Z, &c.) Sy + &c. dx C~Y 

whcre everything is constant escept 6x, 6y kc. 

d 
Hence { p . e .  of 4 (XI Y, 2, ~LC.)  1' = {dl 4 (x, y, -; &c.)) 'x (p.e. of SZP 

+ kc. 

Restoring the eq~~ivslents and remarking that the coefficients x, y, z, &c. are 
sensibly equal to X, Y, 2, kc., 

+ &c. 

Tll~is if .r is thc probablc crror of X, 

0' S 
t11c11 p.e. of log S = -. log X x x = -. 

d X X 

Agsiu let I.l/-, = nzS 

t i ~ t ! i i  log H/', = log nL + log :< 

tl~crcforc { 11.'. of log IV, I =  { p.e, of log ni,)2 + { p.e. of log X )" 
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Now let 

therefore 

and similarly 
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log W2 = log m - log X, 

Therefore p.e, of W, = p.e. of W, x X2. 

VII1.-Probable Ewor  9c. in a given series of observations. 

Suppose now that the true value of the quantity is not known. The mean of the 
observed values is taken to be the true value and it  is afterwards proved in Section IX 
that this is the best value that can be adopted. 

Suppose M to be the true value and a, 6, c, etc. the errors. The observations 
then are M + a, M + b, M + c, etc., 

a + b + c + 8 c .  
and the mean of the observations = M + 

n 

Therefore the apparent errors are 

a + b + c  + k c .  
a - 

n 

a + b + c +  kc. 
b - 

n 

etc. etc. 

Therefore the sum of squares of apparent errors 

2 n  1 
= a 2 - -  (n + b +  c k c . )  + -;, ( a +  b +  c +  kc.) '  

11- 

2h 1 + b 2 - -  ( a +  b + c k c . )  + - ( n +  h + c +  kc . )?  
n R? 

+ c2-  ctc. etc. 
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But (a + b + c + kc.)" a? + b? + c? + kc. 
since tliere are as many + n's as therc are - a's aud + 6's as - 6's &c., so that the 
SUII I  of all the procLucts vanishes. 

Tl~erefore the sum of squares of apparcnt errors 

- n - 1  -- (a? + b? + kc. ). 
n 

Now mean square of error of a =  a" of b= L h t c .  etc. 

therefore the sum of squarcs of apparent errors 

11 - 1 -- - (mean square of error of a + mean square of error of 6 + etc.) 
71 

11. - 1 
= --I (error of menu square of a)" (error of mcan square of b)l + ... etc.). 

Tllen, taking error of mean square of a = error of mean square of b = etc. 
we get 

Sum of squares of apparent errors 

= (n - 1) (crror of mcan square of a measurele. 

Therefore error of mean sqliarc of a single measure 

= &=;,fsGt~es of apparent errors 
71 - 1 

and error of mean squarc of the mean of the measures 

and 

and 

=%' 
sum of s q ~ ~ a r r s  of np l ) n r c l ~ t  errors 

91 (11, - 1 ) 

probable crror of :r sii~glc mcasure 

prohal)lc error of tllr mcnn of thc mcasures 
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so that w1 - 1 
w12 + wZ9+. . . + wn2 - w1 + w, + . . . + w.' 

Making the same expression a minimum with regard to  w, we get 

- 
e 

Therefore w, = w ,  = etc. = w., and the p.e. of the ,result = 4: = . 
The actual error of the result is + E' ' . 

+ En so that the arithmetical mean of 

the observations is the best value that can be adopted. 

X.-Combination of measures not all equally good. 

As before 

w,2 el" zu; e: + . . . + w,f em1 
( p . e .  of r e s ~ l t ) ~  = 

(w, + w, + . . . + wn)2-.  

If me make this a minimum with regard to w, we get 

that is . 7u~.,,.z - - 1 
wI2 el2 + ID,? e?) + . . . -1 w,," e,,? w, + w, + . . . + w ,  ' 

S i ~ r ~ ~ l n r l y  malting thc espressioil a minimum with regard to  w ,  n-r get 

so that 

or 

therefore 

w, el? = W, (8: = etc. = w, em2 = c ( say ) 

C 
wI = 4' w., = T, etc. w,, = C . 

el e2 e,,, ' 
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1 - 'lul to, ?U 

(p.e.  of result)" 7 + - + . .  . + >  
C 

Let - be called the Theoretical Weight. 
( p.e. ) ?  

Then the theoretical weight of E, = 1 1 =3. 
(p.e.  of E,)? = e,2 c 

Therefore the " theoretical weight " is proportional to the " combination 
weight", and the theoretical weight of the final result is equal to the sum of the 
theoretical weights of the separate measures. 

XI.-Deduction of the value o f  an angle and of i ts  weight from its 
several measures. 

Suppose that an angle is observed on a numher of zeros and several times on 
each. The result is subject to errors of " observatioil" and errors of rrgraduation ". 

Let o be the error of mean square of observation for a single observdation 

J l  9 ) I  J l  graduation I J  IJ 

then (total error of mean ~ q u a r e ) ~ ,  = o2 + ga, 

and if there were n values at  a graduation - 
o4 

(total error of mean square of the mean of this graduation)? = - +g2.  
n 

The difficulty is to  find o and g. The latter should IIC found from a great numher of 
observations with the same instrument and this rcsult always used, but this is often 
inconver~icnt. Thc method adoptcd in the Survey Departn~ent is to tnlte eacl~ ecro mean 
out, subtract this from the separate observations of that mean, talce the sum of the 
squares of all such results for all thc zcros to give the e.m.s.  of 01)scrvation. Then 
take tlic mean of the zcro means and s1111tract t l~ i s  from each zero meau and take the 
sum of the squares of the results to  give the e.m.s. of graduation. 

The last cq~iatior~ will give the c.m.s. of the mean of rnch zcro. From this wc 
get the weight of cach zero, aud the sum of the zero weights, which will be the 
weight oE tLc final mean result. 

Now suppose that there are m zeros, and that the values at each zero are 

&c. 

and let the total number be N. 
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. . .  
Then me take the mean A = a, + a2 + aR + + a,, 

n' 

6 ,  + 6, $. 6, + . . .  + h,,. 
,> ,, ,' J3 = nu 

and lct the mean of A, B, etc. be P. 

Subtract A from each of the a's, getting a, - A, a, - A .  . .  a,,, - A 

then (error of mean square of observation for a single obser~a t ion)~  

. . .  . .  - (a, - A)' + (n, - A)? .  + (h, - 13)? + ((b, - R)2 + + &c. - = L? 
N - 1  

and (error of mean square of graduation for a single measure)% 

Tl~erelore (total error of mean square of a single zero of n observations)? 

The reciprocal of this is thc weight of each zero, and the sum of the weights 
is the weight of the final result as is sllown in Section X. 

Now iE IU* is weight of A, tun of B, etc. etc., then the proper value to take 
tor the f nal result is 

13ut we have talren P, thcrclorc tlle corrcction to P is 

I n  practicc for simplicity of work this is transformed as follows :- 

Lct IOK bc tlic lcast of thc w's, 

. . .  ... 
then corrcctioxl = IUl (A - 1') + ?On ( ] I  - 1') + 4- IUh ( K  - P) + 

- - 
2Ud + 2014 f ... + tug  + ... 
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- - ( tu, - w,) ( A -  P) + ( T U B  - W E )  (B - P )  + ... + ( W E  - W K )  (K - P )  + ... 
W A  + W B  + ... + Wg + ... 

XI1.-Method of Least Squares. 

If me have a series of errors x, y, z, etc, arising from different causes, and we 
want to find their most probable values me proceed as follows :- 

z2 - - 
We know that the probability of x occurring is Ke ':6z, 

Y' - - 
J J  1) I J  Y 1, K'e  '?' 6y, 

Therefore the probability of these occurring together is 

We get the most probable values of x, y, z, etc. when this is a maximum 
or when 

xa y2 zZ 
- + -, + -, + etc. is a minimum. 
c12 c2 C3 

But c,2 = (probable error of x)l x (2-096665)1, 

or 

Similarly 

c,= = - x some constant F. 
w1 
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Therefore the most probable values of x, y, 2, etc. are got by making 

w, x2 + w2 ya + etc. a minimum. 

This is called the Method of LEAST SQUARES. 

XII1.-Method of Least Squares applied to the solution of eqzlations. 

Suppose me have a series of equations :- 

. . X I +  b 2 x 2 + .  + 61xt  =eb( 
where t is greater than n, 

so that me have more unknomns than equations and we want to find the most probable 
values of x,, x,, ... xi. This is done as shown above by making 

x xz2 212 U = 1 + - + ... - a minimum, 
u1 u2 Ul 

where u,, u,, etc. are the reciprocals of the weights of x,, x2, etc. 

Differentiate all these equations, and we get :- 

a, dx, + a, dx, + ... + at dxt = 0 

n, dx, + n, dx, + ... + nl dxt = 0 

Multiply the first of these equations by A,, the second by A*, and so on, and the 
last by - 1 and add them all together. 

Theu 
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Now as dx,, dx,, etc. are all independent, the coefficient of each of them must 
be equal to zero. 

Therefore x1 = u, ( a, a ,  + b, + . . . . + a, n , )  

Substitute these values i n  the original n equations and we get :- 

Therefore A. ( a ,  a,  u, + a, a, u2 + . . . + at u t )  

That is, 

[ a a z i ]  A. + [rcbu] Xb + . . . + [ a n u ]  Xn = c . )  

[a b u] A. + [ b  b Z L ]  Xb + . . . + [b 11. u] A,, = eb 

. . . ... ... 

[ a n u ]  A. + [ b n u ]  Ab + . . . + [ t t n u ] L =  e. 

where [ ] represents thc summations shown ahove. 

I t  will he seen from these erliiations that cocfficic~~ts i l l  thc first horizontal line 
are the same aq thosc in  t h e  ti rst vertical 111ie ; t l ~ c  cocficic~~ts  in the sccond lrorixoi~tal 
line the samc as those in  t l ~ c  sccond vertical linc and so on, so that in writing down 
the equations it is usual to omit the quautities below the diagonal. 

W e  have now n equation9 to solvc for the R unltnonns A,, Xa . . L, Having 
got the hJsJ then x,, x,, &c. r l  are at once obtained from equations (1). 
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XIV.-Corrections t o  the observed angles of a polygon. 

Suppose for example that all the angles in  a pentagon are observed and that 
the errors are x,, x, . . . . . xI6, SO that the true 
values of the angles are XI-x1, X2-xz . . XlL-xl6' 

The equa t io~~s  of condition are :- 

1. The sum of the observed angles of each 
triangle must be equal to  two right angles, alter 
bcing corrected for s1)herical excess, but as this 
never occurs there is an error, e .  

Now 
x, - 2, + X, - x, + x,, - XI, 

= 180' + spherical excess 

therefore 
xl + x, + x,, = sum of observed anglcs - (180' + spherical excess) = el 

so that X1 + X9 + xI1 = el 

X3 + X4 Xl2 = t2 

ctc. etc. 

These are the TRIANGULAR EQUATIONS. 

2. Tlle sum of the observed angles a t  the central point must be 360') and as 
there is also au error here, we have 

This is the CENTRAL EQUATION. 

3. If  me start a t  any side and vork round through the triangles till we 
reach that side again mc ought to get the valuc m e  started with, but as this never occurs 
there is an error. 

This is the SIDE EQUATION. 

To form i t  me have as just stated 

Sin ( X ,  - x l )  sin (K, - a,) 
- - -. sin (8, - x, ) 

Slu ( X ,  - x 2 )  siu (dl4 - x,) ' ' ' ' ' siu ( X,, - x10 ) 

- - sin-(?) sin - (3) sin (1) 
siu (1) sin (2) • ' ' ' ' • • • sin,o=l 

or taking logs. 

log,, sin ( X, - x, ) - log,, sin (X,  - x, ) + etc. = 0. 
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But sin (XI - x,) = sin X, cos xl - cos X1 sin x, 

= sin X, (cos xl - cot X, sin x,) 

= sin X, (,1 - x, cot X, sin 1" ) since xl is small 

that is, sin (8, - 3,) = sin X, ( 1 - a, x, sin 1") where a, = cot XI. 

But 
o2 

loge (1 - 2 )  = - 3  -- - 2 etc. 

= - x when x is small 

and ' log,, (1 - x )  = log, ( 1  - x )  log,, e 

= - M x  

where M is the modulus of the common system of logs. vir. -43429448. 

Therefore log,, sin (XI - x,) = log,, sin X, + log,, (1 - a, x, sin 1") 

= log,, sin XI - Ma, x, sin 1". 

Similarly for the others. 

Therefore log,, sin,X, - Ma, z, sin 1" - log,, sin X, + Ma, x, sin 1" 

+ log,, sin 8, - Ma, s, sin 1" - etc. = 0. 

Therefore M {a, x, - up .T, + a, x3 - etc.] .sin 1" 

= log,, sin X, - log,, sin X, + log,, sin X, - etc. 

. . . . . . .  sin X, sin _X7 

. . . . . . .  = l0g10 (sin 4 siu x4 ) 
sin XI sin X? etc. a, x, - a, x2 + a, x, - etc. = log,, --- -- ----- [ sin a, sin xk etc. I c O s ~ " "  

The cotangents a,, n, etc. were formerly used, but now another transformation 
is used as follows :- 

log,, sin XI = M log, sin X, 

therefore 
d n 

-- - log,, sin X, = M - log, sin X, dX, dX1 

COR XI = M -. - = M cot X, = Ma, sln S, 

Now if dX, = circular measure of 1" = sin 1" 
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then s, = change of log,, sin Xl for 1" = Ma, sin 1" 

so that the equation becomes 

sin Xl sin X3 &c. 
s, xl - s2 r, + s, x3 - . . . etc. = log,, sin X, sin X, &c. 

= e,. 

Thus all the equations between the errors are of the first degree and the method 
of solution is that already given. 

Now let us make up the eqn~t ions  for a quadrilateral. 

The triangular equations are 
- 

x, + x2 + x3 + xq = el 

the other equation can be neglected, as it  is the 
sum of the first aud third miuus the second. 

The sids equztion is 

where s ,,,, . = change in log sin ( X ,  + X,,) for l", 

which are the equations in  the computation form. 

W e  have shown above that we get n equations to find n unknowns X,, Xa . . . X,. 
The solution can of course be effccted i11 many nrays, but it  is better always to follow 
one method and the one first used by Gauss nnd nonl adopted in the Survey of India is  
as follows :-Multiply t!~e firs: cqnetiou b7 the coefficient of ha and divide by the  
cocfficicnt of X, and reaord the result with the sign changed. Multiply the first 
equation by the coeficierit of A,, div~de by the coefic~ent of h, and record the result 
with the sign changcd aud so on. Then ad? second line of the first set of equations t o  
the first liilr of this set, the tiiird of the first set to  the second of the new set and SO 

on. Tllc reslilt mlll be 1:-1 eq<lntiolls containing hL, h, . . . A,,. Proceed in a similar 
way with t l~ i s  sct and \re gct 71-2 equatiol~s coutair~iug h, . . . A,, and so on. Finally 
wc get a aiugle equation in h. a ~ d  morkiug backwards me get h.- 1 . . . X,, Xb, Xn. 

Tho manner of forming thc equations is as follows. Choosing any side of the 
fig~irc, it tlocs 11ot mattcr ~vhicli, as a l~ase, a slteleton figl~rc is drawn consisting of 
snfficicl~t sides 0,1l,t/ to fix all t l ~ c  stations; cvcry triangle thus formed, of which the 
three angles have bccu observed, furnisl~cs a tviaizyular equntion ; the remaining sides 
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are then introduced i n  succession, and, as each is drawn, the corresponding equations 
are formed ; cvevy side so added introduces one or morc observed angles that were not 
employcd beforc, and each angle furnishes a new equation of condition, usually either 
a triangular or n side or n central equation; but i t  may happen that the new side com- 
pletes, not a triangle, but a fpur or more sided figure, in  which case the triangular 
equation is merely replaced by one of another Itind, usually the geometrical equation 
between the interior angles of the figure so completed. If, as each angle is introduced, 
an equation is written down which includes it, no redundaut equations mill occur. 

Let  N  be the number of observed angles, 

,, s J, stations of observation, 

then S  - 2 triangles are required to  fix the relative positions of S stations; if of 
these only P  triangles have the three angles observed, there mill be 2  ( S - 2 )  + P 
angles giving P  triangular equations ; every new angle which does not fix a new station, 
now iutrodnccd, gives an additional equation; conseq~~ently the number of neru 
equations is N - ( 2 ( S - 2 ) + P  1, and the total number of equations 
= P +  N - { : ? ( S - ~ ) + P ) = N - ~ S + P .  

Besides the triangular, central and side equations already spolten of, there may 
be another class of equations called toto-partial equations. These occur when a whole 
angle has becn observed as well ;is its separate parts. The first thing is to  find all the 

triangular equations, central equations and toto-partial equations, and the 
number of side equations will be the difference between these and the total number 
above given. 

J. ECCLES, M.A., 

D E B R A  D;N:  
Offg. Superintendent Trigonomelrical Surveys. 

10th February 1903. 
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